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ABSTRACT

Four editions of the High Resolution Transmission (HITRAN) databases (HITRAN96, HITRAN2K,
HITRAN04, and HITRAN08) are compared by using a line-by-line (LBL) radiative model in the long-wave
calculation for six typical atmospheres. The results show that differences in downward radiative fluxes
between HITRAN96 and HITRAN08 at the surface can reach a maximum of 1.70 W m−2 for tropical
atmospheres. The largest difference in heating rate between HITRAN96 and HITRAN08 can reach 0.1 K
day−1 for midlatitude summer atmosphere. Uncertainties caused by line intensity and air-broadened half-
widths are also evaluated in this work using the uncertainty codes given in HITRAN08. The uncertainty
is found to be 1.92 W m−2 for upward fluxes at the top of the atmosphere (TOA) and 1.97 W m−2 for
downward fluxes at the surface. The largest heating rate caused by the uncertainty of line intensity and
air-broadened half-width can reach 0.5 K day−1. The differences in optical depths between 1300 and 1700
cm−1 caused by different HITRAN versions are larger than those caused by the uncertainties in intensity
and air-broadened half-width. This paper suggests that there is inaccurate representation of line parameters
over some spectral ranges in HITRAN and more attention should be paid to these ranges in fields such as
remote sensing.
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1. Introduction

Spectroscopic databases, which are the direct in-
put to line-by-line (LBL) radiative-transfer models,
are of great importance for the accuracy of radia-
tive calculations (Clough et al., 1992; Clough and
Iacono, 1995; Zhang, 1999; Zhang and Shi, 2000;
Zhang et al., 2007). The most widely used spectro-
scopic database in atmospheric sciences is the High
Resolution Transmission (HITRAN) database (Roth-
man, 2010). It is updated roughly every 4 years,
incorporating the latest improvements in theoreti-
cal and experimental spectroscopy, and has already
gone through several versions (e.g., HITRAN96 (Roth-

manet et al., 1998), HITRAN2K (Rothmanet et al.,
2003), HITRAN04 (Rothmanet et al., 2005), and HI-
TRAN08 (Rothmanet et al., 2009)). There are also
some other spectroscopic databases. The GEISA
(Gestion et Etude des Informations Spectroscopiques
Atmosphériques) is a computer-accessible spectro-
scopic database designed to facilitate accurate for-
ward atmospheric radiative-transfer calculations using
an LBL and atmospheric layer-by-layer approach. Its
latest version is GEISA2009 (Jacquinet-Husson et al.,
2008). The Ford Motor Company database focuses on
halocarbons and non-methane hydrocarbons (Sihra et
al., 2001; Gohar et al., 2004; Bravo et al., 2010).
Changes in the spectroscopic databases naturally
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affect radiative-transfer calculations.
Correlated k-distribution (CKD) models (Shi,

1981; Lacis and Oinas, 1991; Fu and Liou, 1992; Zhang
et al., 2003; Li and Barker, 2005) are much faster
than LBL models and have a comparable accuracy.
They are currently widely used as radiation schemes
in general circulation models (GCMs) (Zhang et al.,
2006a, b). However, correlated-k calculations are still
mainly based on the effective absorption coefficients
calculated by the LBL model, so their accuracy also
depends on the quality of the spectroscopic database.
Although spectroscopic databases have been regularly
updated to new versions, privious ones are still widely
used in both radiative transfer models and GCMs. Re-
newing the look-up table of effective absorption coeffi-
cients in the radiation scheme is grueling work in most
GCMs, so it is important to evaluate the need before
proceeding.

Some researchers have studied the differences be-
tween various editions of HITRAN databases for di-
verse uses (Feng et al., 2007; Feng and Zhao, 2009;
Fomin and Falaleeva, 2009). Pinnock and Shine (1998)
compared the differences in infrared irradiance, heat-
ing rate, and radiative forcing among HITRAN86, HI-
TRAN92, and HITRAN96. They also evaluated the
uncertainty caused by differences in line strength and
line width. Fomin et al. (2004) demonstrated that
maximal discrepancies in radiative flux were decreased
from 2.5 to 0.5 W m−2 from the 1992–2002 to 1996–
2002 editions of HITRAN. Feng et al. (2007) and Feng
and Zhao (2009) addressed the effect of changes in
the HITRAN database on atmospheric remote sens-
ing. Kratz (2008) studied the sensitivity of radiation
calculations to changes in the HITRAN database from
1982 to 2004. Fomin and Falaleeva (2009) gave a sim-
ple comparison of the updated HITRAN08 with pre-
vious versions and found that different water-vapor-
continuum models can make a difference of 2 W m−2

in the short wave.
In this paper, a more detailed comparison be-

tween the latest and previous versions of HITRAN is
conducted by using an LBL model. Unlike Fomin and
Falaleeva (2009), the optical depth, radiative fluxes,
and heating rate are completely compared, and the

line parameter statistics is added. Additionally, un-
certainties from spectroscopic databases are also esti-
mated by incorporating the uncertainty codes of line
intensity and air-broadened line width. The uncer-
tainty codes of intensity and air-broadened half-width
in each line used here are compared with those of Pin-
nock and Shine (1998). They only used one uncer-
tainty value for all lines. The evaluation method used
here is more reasonable than theirs.

The HITRAN spectroscopic database and LBL
model used in this study are introduced in Section 2.
In Section 3, the differences in optical depth, radiative
fluxes, and heating rate among different HITRAN ver-
sions are compared in six model atmospheres. The un-
certainties of optical properties are addressed in Sec-
tion 4, where the uncertainties in radiative flux and
heating rate caused by the uncertainties in intensity
and air-broadened half-width are also shown. Finally,
a conclusion is given in Section 5.

2. The database and the radiative-transfer

model

2.1 HITRAN spectroscopic database

The HITRAN spectroscopic database is widely
used in atmospheric remote sensing and sounding, ra-
diative calculations, and other fields. The latest ver-
sion was released in 2008 as HITRAN08 (Rothman
et al., 2009). The main information in the database
includes line-transition parameters, infrared cross-
sections, ultraviolet LBL parameters, cross-section,
and aerosol refractive indices.

Table 1 gives a summary of line parameters in
the long wave (0–3000 cm−1) for five greenhouse gases
and four different HITRAN versions (HITRAN96, HI-
TRAN2K, HITRAN04, and HITRAN08). As can be
seen from Table 1, the total number of lines for each
gas increases every time when HITRAN is updated.
For example, the total number of lines for CO2 in HI-
TRAN08 is four times as many as that in HITRAN04.
However, the sum of line intensities and the intensity-
weighted air-broadened line widths have no significant
differences.

Taking CO2 as an example, Table 2 explains why,
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Table 1. Line statistics between 0 and 3000 cm−1

HITRAN N
∑

S
∑

Sα

database (cm2mol−1cm−1) (cm−1)

H2O

2008 18429 6.388E–17 7.6826E–2

2004 18429 6.341E–17 7.8819E–2

2000 16422 6.358E–17 7.5242E–2

1996 15571 6.347E–17 7.5568E–2

CO2

2008 161272 1.098E–16 7.3577E–2

2004 40095 1.098E–16 7.3577E–2

2000 38843 1.098E–16 7.3577E–2

1996 38843 1.098E–16 7.3577E–2

O3

2008 357375 1.762E–17 7.6412E–2

2004 295292 1.761E–17 7.6399E–2

2000 258958 1.819E–17 7.2288E–2

1996 258958 1.819E–17 7.2288E–2

CH4

2008 153792 8.374E–18 5.832E–2

2004 129684 8.354E–18 5.858E–2

2000 37392 8.440E–18 5.916E-2

1996 37392 8.440E–18 5.916E–2

N2O

2008 32307 6.967E-17 7.704E–2

2004 32299 6.967E–17 7.704E–2

2000 20828 6.974E–17 7.656E–2

1996 20827 6.974E–17 7.656E–2

N is the number of total lines,
∑

S is the sum of line

intensity, and
∑

Sα/
∑

S is the intensity-weighted

air-broadened line widths.

Table 2. Line statistics between 0 and 3000 cm−1

for CO2 according to line intensity

CO2 N
∑

S(cm2mol−1cm−1)
∑

Sα/
∑

S(cm−1)

2008

>0 161272 1.098E–16 7.3577E–2

>1E–26 8983 6.2215E–18 7.3980E–2

>1E–22 505 6.1921E–18 7.3985E–2

>1E–18 0 0 0

2004

>0 40095 1.098E–16 7.3577E–2

>1E–26 30071 1.0849E–16 7.3697E–2

>1E–22 1959 1.0839E–16 7.3669E–2

>1E–18 34 8.3164E–17 7.3940E–2

1996

>0 38843 1.098E–16 7.3577E–2

>1E–26 30708 1.098E–16 7.3577E–2

>1E–22 1978 1.097E–16 7.3579E–2

>1E–18 34 8.316E–17 7.3940E–2

with the total line number increasing, the sums of the
line intensities and intensity-weighted air-broadened
line widths show little change. The line parameters
for CO2 are classified by line intensity in Table 2. In

HITRAN96 and HITRAN2K, the sum of line intensi-
ties is almost entirely a function of lines with inten-
sities greater than 10−26 cm2 mol−1 cm−1. However,
these strong lines make up only 6% of the overall line
intensities in HITRAN08. This means that there are
many more weak lines in HITRAN08 than in previous
versions. Because of their dominant 94% contribution
to the total line intensity, these weak lines are very
important to radiation calculations.

2.2 LBL model

In this study, we use an LBL model called ZS2000
(Zhang, 1999; Zhang and Shi, 2000; Zhang et al.,
2007, 2008). Compared with the LBLRTM (Line-
By-Line Radiative Transfer Model) (Clough et al.,
2005), the relative differences in upward and down-
ward radiative fluxes of ZS2000 are less than 3.1%,
and the absolute differences in heating rates are less
than 0.13 K day−1 (Zhang et al., 2005). To cal-
culate the absorption coefficient, the following line
parameters are taken from the HITRAN database,
i.e., transition wave number, intensity, air-broadened
half-width, self-broadened half-width, lower-state en-
ergy, and temperature-dependence exponent of air-
broadened half-width.

The formula for calculating line intensity is
(Zhang, 1999; Zhang and Shi, 2000)

S(T ) = S(Ts)
Qv(Ts)Qr(Ts)
Qv(T )Qr(T )

·exp

[
1.439E′′(T − Ts)

TTs

]

, (1)

where S(T ) is the line intensity for any temperature,
S(Ts) is the line intensity under standard conditions,
E′′ is the lowest-state energy, and Qv and Qr are func-
tions of vibration and rotation, respectively (both of
which depend on temperature). When the temper-
ate ranges between 175 and 325 K, Qv can be fitted
by the following formulas for different gases (Zhang,
1999; Zhang and Shi, 2000)

H2O : Qv(T ) = 1.00486 − (4.41322 × 10−5)T

+(9.73170 × 10−8)T 2, (2)

CO2 : Qv(T ) = 1.05385 − (8.11142 × 10−4)T

+(3.18772 × 10−6)T 2, (3)
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O3 : Qv(T ) = 1.06712 − (7.74561 × 10−4)T

+(2.36961 × 10−6)T 2, (4)

N2O : Qv(T ) = 1.05746 − (9.09125 × 10−4)T

+(3.86439 × 10−6)T 2, (5)

CH4 : Qv(T ) = 1.00486 − (4.41322 × 10−5)T

+(9.73170 × 10−8)T 2, (6)

Qr(T ) = (T/Ts)j . (7)

Here, for H2O, O3, and CH4, j = 1.5; and for CO2 and
N2O, j = 1.0. The absorption coefficient is obtained
from

kν =
k0Y

π

∞∫

−∞

exp(−t2)
Y 2 + (x − t)2

dt, (8)

where kν is the absorption coefficient at wavenumber
ν, k0 = S/(αD

√
π), x = (ν − ν0)/αD, Y = αL/αD,

αL and αD are the Lorentz and Doppler half widths,
respectively, ν is the position of the line, and ν0 is the
center of the line position. Using quantum mechanics,
we find

αD = ν0/c(2KT/m)1/2

= (4.301 × 10−7)ν0

√
T/M, (9)

αL(P, T ) = αL(P0, T0)(P/P0)(T/T0)−n, (10)

where K is the Boltzmann constant, m is molecular
mass, c is light speed, T is temperature, P is pressure,
M is the molecular weight, and n is the temperature-
dependent exponent of air-broadened half-width.

Six model profiles representing typical atmo-
spheric conditions are adopted in this study, i.e., trop-
ical (TRO), midlatitude summer (MLS), midlatitude
winter (MLW), sub-arctic summer (SAS), sub-arctic
winter (SAW), and United States Standard (USS)
(McClatchey et al., 1972). The resolution of ZS2000
is 0.01 cm−1, with a single line cut-off of 5 cm−1.
The vertical model atmosphere from 0 km at the sur-
face to 100 km at the TOA is divided into 100 uni-
form layers. As non-local thermodynamic equilibrium
should be considered above 70 km, only the results
below 70 km are analyzed. The concentrations of wa-
ter vapor and ozone are obtained directly from the
six profiles, whereas those of CO2, CH4, and N2O
are set to constant values of 386.8, 1.803, and 0.3225
ppmv, respectively, according to the 2009 Green-
house Gas Bulletin (http://www.wmo.int/pages/
prog/arep/gaw/ghg/GHGbulletin.html).

3. Effects of different HITRAN versions on the

radiation calculation

3.1 Optical-depth

The optical-depth formula is

τν(z1, z2) =
∫ z2

z1

kνρ(z)dz, (11)

where τν is the optical depth at wavenumber ν, z1 and
z2 are the two heights along the light path, kν is the
absorption coefficient at ν, and ρ(z) is the density de-
pending on height z.

Since there is no large difference in the optical
depths of the five major greenhouse gases among the
six atmospheric profiles, Fig. 1 only shows the op-
tical depth of the five major greenhouse gases un-
der MLS conditions, along with the relative differ-
ences between the previous HITRAN versions and
HITRAN08. The spectral resolution is 5 cm−1.
The differences between HITRAN versions are obvi-
ous (Fig. 1). The largest relative error between HI-
TRAN04 and HITRAN08 ranges from 490 to 600
cm−1, with a high relative difference of 17.99% at
497.5 cm−1. The relative difference between the HI-
TRAN2K and HITRAN08 peaks ranges from 2500 to
2820 cm−1, with a high relative difference of 99%.
The most significant relative differences between HI-
TRAN96 and HITRAN08 are in the range 2390–2430
and 780–920 cm−1, with an extremely large value
of 44.23% at 2412.5 cm−1. HITRAN96 and HI-
TRAN2K are different only in the H2O absorption
bands. Figure 1 also shows that, in the range of
2500–2820 cm−1, the relative difference between HI-
TRAN96 and HITRAN08 is smaller than that between
HITRAN2K and HITRAN08, but the reverse is true in
the range 780–920 cm−1. This means that HITRAN96
may be better than HITRAN2K for band 2500–2820
cm−1, whereas HITRAN2K may be superior to HI-
TRAN96 for band 780–920 cm−1 for the H2O line
parameters.

3.2 Radiative fluxes and heating rate

Table 3 shows the calculated upward fluxes at the
TOA and downward fluxes at the surface, putting the
HITRAN line parameters into ZS2000 for five major
greenhouse gases and six atmospheric conditions, as
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Fig. 1. Comparison of optical depth in the long-wave regime from 0 to 3000 cm−1 for MLS atmosphere. All the curves

have been smoothed to have a 5-cm−1 resolution. (a) The optical depth calculated by HITRAN08; the relative difference

between (b) HITRAN04 and HITRAN08, (c) HITRAN2K and HITRAN08, and (d) HITRAN96 and HITRAN08.

well as the differences between earlier versions and HI-
TRAN08. The difference in downward fluxes between
HITRAN08 and HITRAN96 is larger than 1.07 W m−2

for TRO, MLS, and SAS. In TRO, the maximum dif-
ference is 1.70 W m−2. At the TOA, the differences
are typically less than 0.28 W m−2 for all six atmo-
spheric profiles. The major differences between HI-
TRAN96 and HITRAN08 occur for downward rather
than upward radiation. The differences between HI-
TRAN04/HITRAN2K and HITRAN08 are 0.48 W

m−2 at most for all six atmospheric profiles at both
the TOA and the surface, which is smaller than those
between HITRAN96 and HITRAN08. This highlights
the tremendous improvement of this database since
1996.

Figure 2 shows the heating rate for the MLS
atmosphere. The heating rate difference between HI-
TRAN08 and HITRAN04 is less than 0.05 K day−1.
Difference between HITRAN08 and HITRAN96
could be larger than 0.1 K day−1. The largest

Table 3. Comparison of radiative fluxes (W m−2) from 0 to 3000 cm−1 for six typical atmospheres

HITRAN08 HITRAN04–HITRAN08 HITRAN2K–HITRAN08 HITRAN96–HITRAN08

F ↑ F ↓ F ↑ F ↓ F ↑ F ↓ F ↑ F ↓

TRO 297.06 332.85 –0.24 0.12 –0.17 0.01 0.28 –1.70

MLS 286.89 303.96 –0.24 0.21 –0.19 0.08 0.15 –1.38

MLW 232.30 204.38 –0.18 0.48 –0.17 0.32 –0.01 –0.48

SAS 269.04 268.18 –0.22 0.34 –0.18 0.16 0.13 –1.07

SAW 199.97 156.49 –0.12 0.48 –0.12 0.39 –0.05 –0.16

USS 265.23 262.52 –0.25 0.40 –0.21 0.21 0.09 –0.85

F ↑ is the upward radiative flux at the TOA and F ↓ is the downward radiative flux at the surface.
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Fig. 2. Heating rate calculated by HITRAN08 and the differences of heating rates between other HITRAN versions

and HITRAN08 for MLS atmosphere. (a) The heating rate calculated by HITRAN08; the relative difference between

(b) HITRAN04 and HITRAN08, (c) HITRAN2K and HITRAN08, and (d) HITRAN96 and HITRAN08.

differences are all at the height of 50 km, and the
heating rates in the stratosphere are dominated by
the 15-micron CO2 band. This suggests that most
of the differences at 50 km come from the differences
in the CO2 line parameter among different HITRAN
versions. The heating rate calculated by HITRAN08
is about 0.05 K day−1 smaller than that using HI-
TRAN04, but about 0.1 K day−1 larger than that us-
ing HITRAN2K and HITRAN96. This means that the
CO2 absorption calculated by HITRAN08 is smaller
than that calculated by HITRAN04, but larger than
that using HITRAN96/HITRAN2K.

4. Uncertainty evaluation

The uncertainties in optical properties, radiative
fluxes, and heating rates caused by the intensity and
air-broadened half-width are estimated in this sec-
tion using the uncertainty codes of intensity and air-
broadened half-width from HITRAN08. Table 4 lists
the uncertainty codes from Rothman et al. (2005).
The uncertainty codes of intensity and air-broadened
half-width are added for most lines as line parame-
ters in HITRAN04. They are only provided for a few

molecules and a few bands in some previous cases.
To quantitatively estimate the uncertainties in optical
properties, radiative fluxes, and heating rates, uncer-
tainty codes of intensity and air-broadened half-width
in each line are used here. The uncertainty values are
taken to be in the middle of the uncertainty range
when the uncertainty codes are larger than 3. For ex-
ample, the uncertainty value is set to 7.5% when the
code equals 5, and 20% when the code equals 3. When
the codes are less than 3, a mean of all uncertainty
values for codes more than 2 is used. Table 5 shows
the line-number statistics with the same uncertainty
code for both intensity and air-broadened half-width

Table 4. Uncertainty codes adopted by HITRAN

(Rothman et al., 2005)

Code Intensity, air-broadened half-width

0 Unreported or unavailable

1 Default or constant

2 Average or estimate

3 � 20%

4 � 10% and < 20%

5 � 5% and < 10%

6 � 2% and < 5%

7 � 1% and < 2%

8 < 1%
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Table 5. Line statistics with the same uncertainty code in intensity and air-broadened half-width

Code 0 1 2 3 4 5 6 7 8

H2O Intensity 3604 0 0 0 1 14150 131 543 0

Half-width 123 0 0 0 2525 13336 1628 615 202

CO2 Intensity 87 0 3804 12539 112440 19686 12683 18 15

Half-width 0 0 0 0 8791 152481 0 0 0

O3 Intensity 158721 0 0 13196 75814 93335 14829 1480 0

Half-width 15724 0 61 0 83453 120325 137812 0 0

N2O Intensity 451 0 0 0 0 293 31422 141 0

Half-width 0 168 0 0 0 0 32139 0 0

CH4 Intensity 0 0 0 78005 16932 52942 5912 0 0

Half-width 0 0 76766 50919 15394 8506 2050 157 0

in HITRAN08 for five greenhouse gases. It is more rea-
sonable than the method given by Pinnock and Shine
(1998), as they used only one uncertainty value for all
lines.

From Eqs. (8) and (11), we know that optical
depth is positively correlated with intensity. Pinnock
and Shine (1998) showed that for a line of finite opac-
ity, an increase in line width will transfer opacity from
the line center to the line wings, increasing the total

ability of the gas to absorb and emit. There is a major
correlation between air-broadened half-width and op-
tical depth for a single line. They also showed that the
upward flux decreases as the optical depth increases,
whereas the downward flux increases as the optical
depth increases. Therefore, when the intensity and
air-broadened half-width both reach the lower limit of
uncertainty, maximum upward fluxes at the TOA and
minimum downward fluxes at the surface are implied

Fig. 3. Uncertainties of optical depth for six typical atmospheres. Top to bottom panels are for tropical (TRO),

midlatitude summer (MLS), midlatitude winter (MLW), sub-arctic summer (SAS), sub-arctic winter (SAW), and United

States Standard (USS) atmospheric profiles, respectively.
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theoretically. In fact, as for each single line, the up-

per and lower limits of uncertainties caused by in-

tensity and air-broadened half-width are not always

reached simultaneously. It seems impossible for all

lines in the spectral region to reach the limits simulta-

neously. Thus, the uncertainties we describe here are

theoretical and far larger than the true values.

Figure 3 shows the uncertainty of optical depth

calculated by the method described above. It suggests

that the uncertainties are always less than 10% in long

wave. Comparing Fig. 1 with Fig. 3, we can see that

the differences caused by different HITRAN versions

can surpass those caused by uncertainty of intensity

and air-broadened half-width in some regions (for ex-

ample, in the range from 1300 to 1700 cm−1). This

suggests that there is inaccuracy in the representation

of some spectral ranges by HITRAN and more atten-

tion should be paid to these ranges in fields such as

remote sensing.

Table 6 shows the values of radiative flux uncer-

tainty calculated using the uncertainty codes of inten-

sity and air-broadened half-width. The biggest abso-

lute uncertainties in the upward flux at the TOA and

the downward flux at the surface are 1.92 and 1.97 W

m−2 (both for TRO).

Figure 4 shows the differences in heating rates

caused by uncertainties in intensity and air-broadened

half-width for the six atmospheric profiles. The largest

uncertainties all appear at heights of about 50 km for

the six atmospheres, which are similar for different HI-

TRAN versions. This suggests that most of the uncer-

Table 6. Values of radiative flux uncertainty cal-

culated using the uncertainty codes of intensity and

air-broadened half-width

HITRAN08 Uncertainty (W m−2)

F ↑ F ↓ F ↑ F ↓

TRO 297.06 332.85
[
–1.82, 1.92

] [
–1.97, 1.86

]

MLS 286.89 303.96
[
–1.63, 1.73

] [
–1.91, 1.79

]

MLW 232.30 204.38
[
–1.10, 1.16

] [
–1.69, 1.59

]

SAS 269.04 268.18
[
–1.34, 1.43

] [
–1.84, 1.75

]

SAW 199.97 156.49
[
–0.76, 0.80

] [
–1.51, 1.42

]

USS 265.23 262.52
[
–1.52, 1.61

] [
–1.85, 1.78

]

tainties at 50 km come from the uncertainty in inten-

sity and air-broadened half-width of CO2. The largest

heating rate uncertainty is about 0.5 K day−1 for USS.

5. Conclusions

First, the line parameters in different HITRAN

versions are compared and it is seen that the added

lines in HITRAN08 are mostly weak. These additional

weak lines are either new or come from splitting of

strong lines. By analyzing the CO2 line number and

line strength, we find that the splitting of strong lines

makes a major contribution.

Then, the differences in optical depth, radiative

fluxes, and heating rate among different versions of

HITRAN are studied in the long-wave regime for five

greenhouse gases and six model atmospheres using the

LBL model of ZS2000. The relative errors in opti-

cal depth could be larger than 90% in some spectral

ranges. Based on these, we find that the maximum

difference of downward radiative flux at the surface

can reach 1.7 W m−2 between HITRAN96 and HI-

TRAN08 for tropical atmospheres. The differences

among HITRAN08, HITRAN04, and HITRAN2K are

no larger than 0.48 W m−2 for the six atmospheres

at both the TOA and the surface. The differences are

relatively smaller than those between HITRAN96 and

HITRAN08. The differences of water-vapor heating

rates between HITRAN08 and HITRAN04 are all less

than 0.05 K day−1 for all levels of the MLS atmo-

sphere; those between HITRAN08 and other versions

can be larger than 0.1 K day−1.

Finally, the uncertainty codes of intensity and air-

broadened half-width from HITRAN08 are used to

evaluate the uncertainty of optical properties, radia-

tive flux, and heating rate caused by the intensity and

air-broadened half width. It is seen that the uncertain-

ties are mostly less than 1.92 W m−2 for the upward

radiative fluxes at the TOA and less than 1.97 W m−2

for the downward radiative fluxes at the surface. The

maximum uncertainty in heating rate reaches 0.5 K

day−1 at a height of 50 km for the USS atmosphere.
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Fig. 4. As in Fig. 3, but for heating rate. Solid lines represent the bias caused by the minimum value of the uncertainty

of intensity and air-broadened half-width, and dashed lines denote the bias caused by the maximum value of them.
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